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Abstract: This paper presents equalization and coding  

techniques of signals in a CDMA system to transmit digital data 

over time varying channels such as the HF mobile channels. The 

receiver equalization is used to improve the performance of the 

system by transmitting the data in blocks, and the coding is 

designed such that no signal processing is required at the receiver 

except testing the received signal against appropriate threshold. The 

signals at the transmitter are arranged in groups and adjacent groups 

are separated by zero-level elements to avoid interference between 

consecutive transmitted groups. The impulse response is required to 

be known at the transmitter which is the requirement for all systems 

that employ coding at the transmitter. 
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1. Introduction 

Block Linear Equalizer (BLE) has been proposed for 

transmitting digital data over time varying and time 

dispersive channels [1-3]. It is a synchronous serial data 

transmission system that employs transmission of alternating 

blocks of data and training symbols, where each data block is 

detected as a unit [3]. This system requires that the channel 

impulse response is known with the assumption that it 

remains constant during the transmission of the block. 

In BLE, the channel is always perfectly equalized with no 

error extension effects. This may be introduced as the main 

advantage in comparison with the conventional linear and 

nonlinear equalizers. Although the transmission efficiency is 

reduced due to the addition of training symbol blocks 

between consecutive data blocks, this disadvantage is more 

than offset in comparison to the advantages offered by the 

system. 

In mobile systems, the goal of maintaining low cost and 

complexity, especially at the mobile unit, is very important 

for the designer [4, 5]. It is obvious that the new designed 

systems should have high capacity, flexibility, can provide 

the required  data rates and services the users need both for 

speech and high end applications such as video. Low power 

transmission results in high capacity, but the signal will be 

very sensitive to disturbances, which may be either noise or 

interference from other users. High speed can be achieved by 

reducing the symbol period, but then reflection problems 

from buildings, mountains, cars etc. will arise. Finally, high 

flexibility can be achieved by designing a system that 

supports different user requirements, but then it is important 

not to lose efficiency in the transmission. 

As a result, researchers have recently begun investigating 

signal processing techniques that eliminate the effect of the 

channel, and move computational complexity from the 

mobile unit to the base station, where it can be managed 

more efficiently [6, 7]. In such techniques, a transmitter-

based interference cancellation is done at the base station and 

just simple linear processing, e.g., threshold decision at the 

mobile unit. This technique is called precoding or pre-

equalizing. 

Many researches have tried to simplify the receiver unit, for 

example, Reynolds, et al. [7] have proposed a precoding 

technique that simplifies the receiver. They use a 

sophisticated channel estimation method [8] to have 

knowledge of the channel elements, i.e, the delayed version 

of the spreading waveform, and the complex channel fading 

gain for each user in each path. The original information can 

be retrieved at the mobile unit using a matched filter. Vojčić, 

et al. [9] and Esmailzadeh, et al. [10] suggested precoding 

techniques for synchronous CDMA over AWGN channel. In 

their design, they used a RAKE receiver. The disadvantage 

for RAKE reception is that it is sensitive to channel mismatch 

and its performance is generally inferior to MMSE or 

decorrelator based multiuser interference rejection [7]. 

In a K-user multipath CDMA system with time disruptive 

channels, intersymbol interference (ISI) is introduced when 

the delay spread is large resulting in increased bit error rate 

(BER). ISI can be removed by inserting guard intervals 

between symbols to insure that the delayed version of the 

pulse will not affect the other pulses from other paths. When 

the multipath delay spread is less than the symbol interval, 

ISI can be neglected because the delayed pulse will not affect 

the pervious or the next pulse from the other paths [11]. The 

precoding technique can achieve both portable unit simplicity 

and ISI reduction. 

An important assumption for precoding in multipath channels 

is that the transmitter has information about all channels 

between it and active receivers. This information can be 

obtained from receivers via feedback channels [12]. Another 

important requirement is that the multipath channel is slow, 

i.e., that it remains constant over the block of precoded bits. 

Though, the length of the precoding block can be adjusted to 

match the channel dynamics. 

The practical applications of transmitter precoding can be 

found in wireless local loop, wireless LAN’s and indoor 

communications in general, as well as any other wireless 

scenario where the precoding block size can be made 

sufficiently small so that the channel appears slow [9]. 
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In this paper, we introduced an equalization technique where 

an equalizer is used in the receiver to reduce the effect of the 

channel as an alternative approach of the block linear 

equalizers and block decision feedback equalizers introduces 

earlier [1, 3, 13]. Also, we proposed a precoding technique 

for CDMA downlink in synchronous multipath fading 

channel that reduces the complexity of the receiver in which 

the detection process needs only a threshold decision to 

retrieve the transmitted data. In this technique, there is no 

need for match filtering or any other processing is needed. 

The mobile unit simplification depends on using a precoding 

technique at the base-station that reduces the receiver at the 

mobile unit to a decision process due to a certain threshold 

testing. It depends on the channel’s prior knowledge at the 

base station, so, the channel characteristics are assumed to be 

known both at the transmitter and the receiver. 

This paper is organized as follows. In Section II, we present 

the system model. The design and analysis of the precoder 

are presented in Section III. In Section IV, numerical results 

are presented and the system performance is compared with 

those without transmission in blocks. Finally, Section V 

presents the conclusions of our study. 

Notation: All bold faces variables in this paper denote 

vectors and matrices. 

 

2. Block Linear Equalizer 

The system model of the BLE is shown in Figure 1. The 

input to the channel is the corresponding antipodal and 

statistically independent signal elements, after being grouped 

in vectors of size m, and it may be either binary or multilevel. 

The baseband channel has an impulse response  ty , which 

includes the transmitter and receiver filters used for pulse 

shaping and linear modulation and demodulation. The 

impulse response  th  of the transmitter and receiver filters 

in cascade is assumed to be such that: 
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Figure 1: Model of the Block transmission system. 

 

During transmission, Additive White Gaussian Noise 

(AWGN) with zero mean and a two sided power spectral 

density of 2  is added, giving the zero mean Gaussian 

waveform  tw  at the output of the receiver filter, hence the 

received signal is: 

     twiTtystr
i

i    (3) 

The received signal is sampled at time instant iTt  ,  where 

T is the symbol interval. Here, consecutive blocks of m 

information symbols at the input to the transmitter filter are 

separated by blocks of g zero level symbols as shown in 

Figure 2, where g is the largest memory length of the channel 

 ty , and  go yyyy 1  is the sampled impulse 

response. 

 

 

 
 

Figure 2: Structure of transmitted signal elements in a block 

transmission system. 

 

For each received group of m signal-elements, there are 

gmn   sample values at the detector input that are 

dependent only on the m elements, and independent of all 

other elements. The detector uses these n values in the 

detection of the symbol block, then, the detected values are 

used for the estimation of the channel sampled impulse 

response using the same equipment.  

If only the i
th

 signal-element in a group is transmitted, in the 

absence of noise and with is  set to unity, the corresponding 

received n sample values used for the detection of m 

elements of a group are given by the n-component row vector 
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Where hy  must be non-zero for at least one h in the range 

g:0 . The sum of the m received signal elements in a group 

in the absence of noise is given by: 

SYYR  
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where S is the m-component row vector whose i
th

 component 

is is  and represents the transmitted signal block. Y is an 

nm  matrix whose i
th

 row iY  is given by Equation 4. 

Since at least one of the hy  is non–zero, the rank of the 

matrix Y is always m, and hence, the m rows of the matrix Y 

are linearly independent. Note that the sampled impulse 

response of the channel completely determines the matrix Y. 

When AWGN is present, the sample values corresponding to 

a received signal block at the detector input is given by the n 

components of the row vector R where:   

WSYR   (6) 

Where W is the n-component noise vector whose 

components are sample values of statistically independent 

Gaussian random variable with zero mean and variance 2 . 

The vectors R, SY and W can be represented as points in the 

n-dimensional Euclidean signal space. Assume that the 

detector has prior knowledge of iY , but has no prior 

knowledge of the is  or 
2 . A knowledge of the iY  of 

course implies a knowledge of the channel impulse response. 

Since the detector knows Y, it knows the m-dimensional 




elements   signal 

1

m

mss  




elements   level-zero 

00

g

 


elements   level-zero 

00

g

 

Transmitter 

Filter 

Tx Path Receiver 

Filter + 
Detector 

AWGN 

detected  

block + 
Input 

block 



           International Journal of Latest Trends in Computing (E-ISSN: 2045-5364)                    74 
         Volume 2, Issue 1, March 2011 

 

subspace spanned by iY  and hence the subspace containing 

the vector SY, for all is . Since the detector has no prior 

knowledge of is , it must assume that any value of S is as 

likely to be received as any other, and in particular, as far as 

the detector is concerned, is  need not be 1 . For a given 

vector R the most likely value of SY is now at the minimum 

distance from R. Clearly, if R lies in the subspace spanned by 

the iY , then the most likely value of SY is R. In general, R 

will not lie in this sub-space, and in this case, the best 

estimate the detector can make of S is the m-component 

vector X, whose components may have any real values and 

are such that XY is at the minimum distance from R. By the 

projection theorem [14], XY is the orthogonal projection of 

R onto the m-dimensional subspace spanned by the iY . It 

follows that XYR  is orthogonal to each of the iY , so that:  

  0 T
YXYR

 (7) 

In other words, 

  1
 TT

YYRYX
                              (8) 

  1TT
YYY  is a real mn  matrix of rank m. Since the 

nm  matrix Y has rank m, the mm  matrix T
YY  is 

symmetric positive definite and its inverse will always exist. 

Thus if the received signal vector R is fed to the n input 

terminals of the linear network   1TT
YYY , the signals at 

the m output terminals are the components ix  of the vector 

X, where X is the best linear estimate the detector can make 

of S, under the assumed conditions. Thus:  

  1
 TT

YYRYX
 (9) 

    1
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US       (11) 

The m-component row-vector U is the noise vector at the 

output of the network   1TT
YYY . Each component iu  of 

the noise vector U is a sample value of a Gaussian random 

variable and a variance which is not normally equal to 2 , 

and which normally differ from one component to another. 

In the final stage of the detection process, the receiver 

examines the signs of the ix  and allocates the appropriate 

binary values to the corresponding signal elements, to give 

the detected value of S. The detector requires no prior 

knowledge of the received signal level and is linear up to the 

decision process just mentioned. It can be seen that in the 

linear mn  network   1TT
YYY , T

Y  represents a set of m 

matched filters or correlation detectors tuned to the m iY  

whose m outputs feed the inverse network represented by the 

matrix   1T
YY  as shown in Figure 3. 

The probability of error for the block linear equalizer is given 

by: 
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where 2  is the effect of the linear network matrix 

  1TT
YYY  on the AWGN vector. 

 

 
 

Figure 3: Optimum Linear Detector 

 

3. BLE with Precoding 

In this section, we developed a technique for CDMA 

downlink in synchronous multipath fading channel that 

reduces the complexity of the receiver in which the detection 

process needs only a threshold decision to retrieve the 

transmitted data, no match filtering or any other processing is 

needed. In the base station, a precoder is used to generate a 

code from the transmitted signal that makes it immune to the 

channel, so, there is no need for any further equalization 

process in the receiver. This reduces the mobile unit receiver 

to a decision process due to a certain threshold testing. When 

comparing the cost of adding a coder at the base station with 

the savings at the receiver units, it will be acceptable because 

few base stations serve many receiver units in the downlink.  

The system considered is shown in Figure 4. The signal at the 

input to the transmitter is a sequence of k-level element 

values  is , where k = 2, 4, 8,… and the  is  being 

statistically independent and equally likely to have any of the 

possible values. The buffer-store at the input to the 

transmitter holds m successive element values  is . In the 

coder, the m  is  are converted into the corresponding m 

coded signal-elements. The coder performs a linear 

transformation on the m  is  to generate the corresponding 

sequence of impulses that is fed to the baseband channel  ty  

which is assumed that it is either time invariant or varies 

slowly with time.  

 

 

Figure 4: The downlink of a CDMA system 
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White Gaussian noise, with zero mean and variance 2 , is 

assumed to be added to the data signal at the output of the 

transmission path, giving the Gaussian waveform  tw  added 

to the data signal.  

The sampled impulse-response of the baseband channel in 

Figure 4 is given by the  1g  component row vector: [3, 

11, 15] 

  goi yyyiTyy 1
 (13) 

where 0oy , and 0iy  for i < 0 and i > g. 

The received waveform  tr  at the output of the baseband 

channel is sampled at the time instants  iT , for all integers 

i . The  ir  are fed to the buffer store which contains two 

separate stores. While one of these stores holds a set of the 

received  ir  for a detection process, the other store is 

receiving the next set of  ir  in preparation for the next 

detection process. A group of m multiplexed signal-elements 

are detected simultaneously in a single detection process, 

from the set of  ir  that depends only on these elements. The 

receiver uses the knowledge of the  iy  and the possible 

values of  is  in the detection of the m element values  is  

from the received samples  ir . A period of nT seconds is 

available for the detection process, n is given by:  
gmn 

 (14) 

where m is the block length, and g is the channel length 1 . 

Except where otherwise stated, the decoder in Figure 4 

determines from the appropriate set of received  ir  the m 

estimated  ix  of the m element-values  is  in a received 

group of elements. Each ix  is an unbiased estimate of the 

corresponding is  such that: 

iii usx 
 (15) 

where iu  is a zero mean Gaussian random variable. The 

detector detects each is  by testing the corresponding ix  

against appropriate thresholds. The detected value of is  is 

designated as '
is . 

In the transmitter, using buffer store, an m1  vector 

 msss 21S  is formed from the symbols to be 

transmitted. This vector is coded at the transmitter. The coder 

accepts the input vector S and codes it to form the n1  

signal vector B, which is the convolution between the input 

vector S and the nm coder matrix F, i.e.: 

SFFsB ii 


m

i 1  (16) 

This convolution process will add a time gap of gT  seconds 

between each pair of adjacent groups of m signal-elements. 

Then, the output values from the coder are fed to the 

baseband channel. The sampled impulse response of the 

baseband channel is given by the 1g  component row 

vector as given in Equation 13. 

At the receiver, the sample values of the received signal, 

corresponding to a single group of m signal elements, will 

normally be a sequence of gn   non-zero sample values. 

The sequence of these gn   sample values in the absence of 

noise is: 
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Taking a practical example to clarify the convolution here, if 

2m , and 1g , so 3n  and 4 gn . The output of 

the channel will be the 41  vector V whose elements are: 
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Applying the limitations on the channel impulse response 

given in Equation 13, we may write V as: 
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So, this result looks like the multiplication of the vector B by 

a 43  matrix C that depends on the channel information: 
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In vector form, it may be written as:  

BCV   (18) 

where  gnvvv  21V  is the  gn 1  received 

signal, and C is the  gnn   channel matrix and its i
th

 row 

is: 
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Assume now that successive groups of signal-elements are 

transmitted and one of these groups is that just considered, 

where the first transmitted impulse of the group occurs at 

time T seconds. Figure 5 shows the gn   received samples 

which are the components of V. 

 

 
 

Figure 5: Sequence of gn   samples for one received 

block. 
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transmitted group of m elements, and can therefore be used 
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for the detection of these elements without ISI from adjacent 

groups. 

Returning back to the same practical example of 2m  and 

1g , the central m components of V are: 

 oocentral ybybbbybyb 31213211 00 V  

which also looks like the multiplication of the vector B by a 

23  matrix that depends on the channel information too, 

and equal to: 
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Mathematically, if we want to “receive” only the central m 

components of V, this matrix now represents the channel 

(mathematically only). To make this matrix somehow looks 

like the matrix C, this matrix is the transpose of a new 32  

matrix D that is equal to: 
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In general, the central m components of the vector V, 

mggg vvv  21 , can be obtained by introducing a 

new matrix T
BD where D is the nm  matrix of rank m 

whose i
th

 row is: 
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Thus, 
T

BD  is a m1  vector where each row of it gives 

information about the received symbols at that row:  

 mggg vvv  21

T
BD

 (21) 

When noise is present, the received vector is: 

WBDR
T   (22) 

where W is the  zero mean AWGN  

Thus the detector can now detect the values of the signal 

elements by comparing the corresponding  ir  with the 

appropriate thresholds. 

To maximize the tolerance to noise at the detector input, the 

elements of B should be selected such that the total 

transmitted energy of all the symbols is minimized. i.e. 
2

BBB T
must be minimized for the given vector S. Thus 

the problem is to find an nm  linear network F representing 

the coder, which minimizes the transmitted element energy 

and, at the same time, satisfies SBD T . 

As shown in Appendix A, the coder matrix F has to be: 

 
  DDDF

1
 T

 (23) 

Thus, under the assumed conditions, the linear network F 

representing the transformation performed by the coder is 

such that it makes the m signal elements of a group 

orthogonal at the input of the detector and also maximizes the 

tolerance to additive white Gaussian noise in the detection of 

these signal elements. 

Now we may redraw the block diagram of the precoding 

system using the new assumptions about the precoder and the 

channel matrix as in Figure 6. 

 

 
Figure 6: Block diagram of the precoding system in vectors 

form. 

 

Assume that the possible values of is  are equally likely and 

that the mean square value of S is equal to the number of bits 

per element. Suppose that the m vectors  iD  have unit 

length. Since there are m k-level signal elements in a group, 

the vector S has mk  possible values each corresponding to a 

different combination of the m k-level signal-elements. So, 

the vector B whose components are the values of the 

corresponding impulses fed to the baseband channel, has mk  

possible values. If e is the total energy of all the mk  values 

of the vector B, then in order to make the transmitted signal 

energy per bit equal to unity, the transmitted signal must be 

divided by:  

mnk

e


 (24) 

The m sample values of the received signal from which the 

corresponding  is  are detected, are the components of the 

vector: 

WBDR  T



1

  (25) 

Then, the m sample values which are the components of the 

vector V (after taking only the central m components), must 

first be multiplied by the factor   to give the m-component 

vector: 

VR   

WBD  T    

WS
~

      (26) 

where W
~

 is an m component row vector that represents the 

AWGN vector after being multiplied by  .  

The mean of the new noise vector W
~

 is zero and its variance 

is: 
222  T  (27) 

Now, the block diagram can be finally drawn as: 

 

 
Figure 7: Final block diagram of the precoding system. 
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the corresponding sample values at the receiver are the best 

linear estimates of the  is .  

Taking into consideration now that the variance now is T  

instead of  , the bit error rate may be calculated as: 
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Although the result of Equation 28 will show some 

enhancement on the performance of the system in 

comparison with the block linear equalizer, the main goal 

obtained in this system is that no processing to eliminate the 

effect of the channel is done in the receiver. That leaves the 

receiver quite simple, and will save a lot through the 

designing process. Although there will be a little 

complication in the transmitter (i.e. base station), but 

comparing the savings in the manufacturing of the receivers 

(i.e. handsets) will show that the precoding in the base station 

is nothing 

. 

4. Numerical Results 

In the Block Linear Equalizer, it has been shown that the best 

linear estimate of the transmitted group of m signal-elements 

is given when the received signal due to a group of m signal-

elements is processed by the linear network   1TT
YYY , 

where the matrix Y is the nm  matrix that represent the 

channel characteristics and its i
th

 row is given by: 
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where goi yyyy 1  is the channel impulse 

response. 

The main goal of BLE is to implement an equalization 

technique that removes the effect of the channel. All the 

process is done in the receiver, but it uses the same block 

techniques as in the precoding system. So, it will be 

significant to make a comparison between those two systems. 

The bit error rate curves for the two systems are shown in 

Figure 8. The signal elements are binary antipodal having 

possible values as +1 or 1 . There are four elements in a 

group (block length 4m ) and these are equally likely to 

have any of the two values. The sampled impulse response of 

the channel is    408.00.817408.0iy . This channel 

has a second order null in the frequency domain and 

introduces severe signal (amplitude) distortion [3]. For the 

sake of comparison the bit error rate for the Linear 

Transversal Filter is also given. 

The precoding system has better performance than the block 

linear equalizer, each one of them provides the best linear 

estimate of a received group of m signal elements and in the 

block linear equalizer, all the signal processing is carried out 

at the receiver while in the proposed precoding system all the 

processing is done at the transmitter and leaves the receiver 

quite simple. 
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Figure 8: Probability of bit error versus SNR for the 

precoding system. 
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Figure 9: Mathematical and simulation results for the 

precoding system. 

 

In simulation, we used Matlab as a simulation program. We 

built two command programs that follow the steps of the 

systems block diagrams. We assumed that the channel 

characteristics are known, and fixed for all the transmission 

procedure. Of course, channel impulse response may vary 

through the transmission, but it must be fixed within the 

block, and it should be known all the time. We didn’t suggest 

a certain estimation method, but literature is rich with many 

methods, and any adaptive one may be used. Here, we’ll give 

a brief description for the program of the precoding system as 

an example. Before starting the transmission loop, the 

program will construct the channel matrix C, the matrix D 

(that is another form of C, and is the main component of the 

precoder matrix F), the precoder matrix F, the factor   that 

makes the energy per bit is unity at the input of the channel, 

and at last, the input data stream. Then, the program starts the 

first loop by selecting the first m components from the data 
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stream and multiply it by the coder, then it will divide it by 

the value of   given by Equation 24 to normalize the energy 

per bit. After that, the coded and normalized block B is 

multiplied by the matrix channel C, and AWGN with the pre-

identified SNR is added to the vector to form the received 

data vector. Another stage of the program will act as a buffer 

to select only the central m components of the received 

vector, and this will be multiplied again by the factor   to 

reverse the division process done earlier at the transmitter. 

The last stage of the program will act as a comparator that 

will compare the received data with a decision level (0) to 

give the output data again in the form of 1  or 1 . Then, a 

new loop will start again. 

After that, another part will compare the input data with the 

output data to determine the number of bits in error and the 

bit error rate. 

In order to make a comparison between the mathematical 

results for the systems presented in Figure 8, and the 

simulation program results, we introduced Figure 9, which 

clarify that the behavior is the same.  
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Appendix A 

 

Figure 10: vectors B and iD  for d > 1 and is = 1 

 

Assuming that d is the length of the vector iD , where 

mi , 2, ,1  , (i.e. the distance of the point iD  from the 

origin in an nT dimensional vector space). It can be easily 

shown that iD  is independent of i. T
iBD is the inner product 

of the vectors B and iD  so that it is d times the value of the 

orthogonal projection of B onto the vector iD  [14]. Thus, B 

lies on the hyper plane ( 1n dimensional subspace) which 

contains the point   ii ds D/  and which is orthogonal to the 

vector given by this point, so that the hyper plane is 

orthogonal to the line joining the origin to   ii ds D/ . The 

vectors B and iD  are shown in Figure 10, for the case where 

d > 1 and is = 1. The vector B must, therefore, lay on each of 

the m hyper planes and as illustrated in Figure 10. Thus, the 

required vector B is the point on these m hyper planes at the 

minimum distance from the origin. By the Projection 

Theorem [14], B is the orthogonal projection of the origin on 

si/d d 

(si/d)Di 

0 

Di B 
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to the mnT   dimensional subspace formed by the 

intersection of the m hyper planes. Thus B is the intersection 

of the m dimensional subspace spanned by the m  iD  (each 

of which is orthogonal to the corresponding hyper plane) 

with the mnT   dimensional subspace formed by the 

intersection of the m hyper planes. Clearly, B can be 

represented as a linear combination of the m  iD , so that 





m

i
ie

1
iDB

 (30) 

where  meee 21E  

Then, it can be easily shown that 

 TT
DDEBDS 

 (31) 

Thus, 

  1
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 (32) 

and, 

  DDDSB
1
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 (33) 

From the previous equation, and knowing that SFB  , it is 

clear that F can be given by 

  DDDF
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 (34) 

So,  
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